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A serious issue in data analytics:
Manpower bottleneck

= Automatic data analysis techniques (e.g. machine learning) are often
considered as main components of data analytics

= Data analysis is heavily labor intensive
—Manual processing dominates a large part of data analysis process

— Data analysis process standards (e.g., CRISP-DM)
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Big shortage of data scientists:
Implies labor intensity in data analysis

= “By 2015, 4.4 million IT jobs globally will be created to support
big data”, but “only one-third of the IT jobs will be filled”
- Peter Sondergaard (Senior VP at Gartner)

= “Data Scientist: The Sexiest Job of the 21st Century”
- Thomas H. Davenport and D.J. Patil, Harvard Business Review

" These statements imply the labor intensity of data analysis

Harvard -

Business =

Review &=
ING

3 KyoTo UNIVERSITY



Labor intensity of data modeling:
Exploring huge model space is labor-intensive

= Predictive modeling is labor-intensive
—Requires extensive model selection + feature engineering

—“No free lunch”: there is no universally good model

" Crowds of data scientists can explore the huge model space

—Hard for a single data scientist
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Predictive modeling competition:
Crowdsourcing of data scientists

= Predictive modeling competition:

1. Training dataset is published I

Several weeks
2. Participants submit predictions for test dataset —  tomonths

3. Winner is determined by results on test data
(and gets awarded)

= Supporting platforms (e.g. Kaggle)
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Predictive modeling challenge:
Supervised classification competition

= A supervised classification problem:

—Implementing some algorithms by yourself is recommended,
but you can use publicly available implementations

(e.g. scikit.learn)

= Participate into a competition at
http//universityofbigdata.net

—Online ad click prediction (by courtesy of @ CyberAgent. )
—Will start at May 20th and ends at June 30th

= Submit a report summarizing your work

—Due: July 9th noon
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How to participate:
Register to University Of Big Data

=" The competition is held at the educational competition platform
University of Big Data:
http://universityofbigdata.net/?lang=en

= Register with your Google account (if you have not)

—With registration code ‘SML2018challenge’

- o )
1 e uneryotagdeta e v e B v © | ©) reversty of Big Date | |
~
Sign up with Google Acoount Sunin v

UNIVERSITY OF Competitions Enrall
® | BIG DATA

—Challenge to the competition requires a permission (which
may take a few hours to days)

e |f you still cannot access to the competition page, contact the instructor
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Submit your prediction:
https://bitly/2L9274C

= See the instructions at

http://universityofbigdata.net/competition/572378844443
44327?lang=en

UNIVERSITY OF

© | BIG DATA

Competitions Enroll

Ad data Click Prediction Challenge

Submission
In this competition, you are asked to predict whether an ad |s clicked. More specifically, using thy

F.Osghll lv c" :.':‘ c. s

The competition dataset has been provided by Cyber Agent Al Lab. o

Tutoriat for this competition is available the

Problem type Classificatian

Evaluation metric  Ares under the ROC curye (AUC) Note (optional)
Competition status  Coming

Started 2018/05/20 00:00 (Japan Standard Time)

Ends 2018/06730 23:59 (Jepan Stangara Time)
Public/Private  Frivate

mn ndd @ i ny whmissinne. Nabes arm shown in the hottam of this pags an

Invitation setting  Invitation only

Eait Intermediate ranking

Intermadiata rank Nockname Intarmedista score

1 Universi A . 2
Dataset niversity of Big Data 0.0240

This leaderbonrd Is CAlCubated an the batest submissinns

The Intermeddiate sCores di e Calculated asing SOX of the 15t datasar and the fmal scores are caldulated wsing the pthes 50%

Final ranks are determined according tu the final scares
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Report submission:
Submit a report summarizing your work (in English)
= Submission:

—Due: July 9th noon

—Send your report to
statisticallearningtheory2018@gmail.com
and confirm you receive an ack on 9th

" The report must include:

—|dea behind your approach, analysis pipeline, results, and
discussions
(Do not include your source codes)

—At least 3 pages, but do not exceed 6 pages in LNCS format
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The competition task:
Advertisement click prediction A[ I—Gb

" Predict whether the advertisement will be clicked

A@
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Image at https://www.dynalyst.jp/
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Dataset:
Training data, test data

" Training data: data_train.csv

Advertisement feature input x® Correct labels y®
| l | l \
Logged_at Advertiser_id Campaign_id click
1 2018-03-15 00:00:00.125 1909 7942 0
2 2018-03-15 00:00:29.917 2088 10668 1

" Test data: data_test.csv

Logged_at Advertiser_id Campaign_id click
1 2018-03-15 15:28:09.221 1953 8687 PI'EdiCt
2 2018-03-15 15:28:13.202 1909 7948 thiS
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Submission:
Submit your predictions for the test data

= Predict the probability of each advertisement information.

Logged_at Advertiser_id Campaign_id click
1 2018-03-15 15:28:09.221 1953 8687 0.3384
2 | 2018-03-15 15:28:13.202 1909 7948 0.4951
— 0.3384
"u mission ' 04951

Example submission file:
sample-submission.dat

" You can make submissions at most three times a day
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Evaluation measure:
ROC-AUC

= ROC-AUC is a evaluation measure of two-class classification

= See http://scikit-
learn.org/stable/modules/model_evaluation.html#roc-metrics
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Tutorial:
Quick start guide for making the first predictions
" Find the tutorial at: http://www.makotoyamada-
ml.com/Course/sml2018_tutorial.html
OO
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Tutorial

Training file (data_train.csv):

2018-03-18 CO00:00.125,1909, 7942 0,10,1087,0.3,1,0,1,5018, 261 18,0
2018.06-15 DO00:06.991,1009.7948.0.8,1023,20,5,2,20,1 26361, 26122,0
2018-06-15 00 00.13.584. 1858, 7856 0.20,1058 40,7,2.36,1,1963, 33487 0
2018-00-15 000018 50,1966 5827 0,10,1030,60.0, 2,51,1, 181157 242672,30427 .0
20180015 DO-0C:22 753, 1635,11135,0,10,1030,80,6 2,40,1, 22636 561 18,30128.0
2018-06-15 000027 £52.1830,11352.0,10,1030,100,9,1,52,1,1539,,33261,0
2018-00-15 0O-00:22 517 20848 10653 0.4,1007,109.7,1 83,0, 22507, 330711

Ve Trst nisc] 10 oxIract lastures MRt CAn DO MG N1 Maching Baming models. In this courne, we et axinct ons-hot-vecion Som the rire data. Maom
specifically, we transform advertiser_jd, campaign_id, and category_id 10 one-hot vector (with ibsvm format)

#Fomture_matroct py

For training set

FExtroct features ond sove ss SIW Light format
fin = cpen('doto_trein.cw')

feotntem « Fin reodllne(). stripl) . splie(" ")
flood the muximar (nges
=il « {}
FinlD » cpesd ‘manlD tat')
for line in finio:
i,0d = Yine strsp0) splis("\t")
run LD Feoteome[int(i)]] » ImtCid) « 3
fout = open{'trotn swm. tat’, 'n')
Ahe advert lser 14, compaian_ (d, cotagery_ 1d

for 1lne In fin
dota = Uine strip(), spite(',")
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